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Abstract—Musculoskeletal injuries during military training
significantly impact readiness, making prevention through ac-
tivity monitoring crucial. While Human Activity Recognition
(HAR) using wearable devices offers promising solutions, it
faces challenges in processing continuous data streams and
recognizing diverse activities without predefined sessions. This
paper introduces an end-to-end framework for preprocessing,
analyzing, and recognizing activities from wearable data in
military training contexts. Using data from 135 soldiers wearing
Garmin-55 smartwatches over six months with over 15 million
minutes. We develop a hierarchical deep learning approach that
achieves 93.8% accuracy in temporal splits and 83.8% in cross-
user evaluation. Our framework addresses missing data through
physiologically-informed methods, reducing unknown sleep states
from 40.38% to 3.66%. We demonstrate that while longer time
windows (45-60 minutes) improve basic state classification, they
present trade-offs in detecting fine-grained activities. Addition-
ally, we introduce an intuitive visualization system that enables
real-time comparison of individual performance against group
metrics across multiple physiological indicators. This approach
to activity recognition and performance monitoring provides
military trainers with actionable insights for optimizing training
programs and preventing injuries.

Index Terms—Human Activity Recognition, Deep Learning,
Machine Learning, Physiologically Informed Imputation, Wear-
ables Sensor Data, Injury Prevention, Group Visualization, Rel-
ative Ranking within Group

I. INTRODUCTION

Military personnel often operate under extreme physical de-
mands [1], making them highly susceptible to musculoskeletal
injuries, which significantly impact operational readiness. Re-
cent studies highlight the severity of this issue: up to 55% of
active component soldiers report injuries, with 72% classified
as overuse injuries [2]. These injuries result in substantial
operational impacts through limited active-duty days [3] and
increased medical costs [2].

Research has extensively explored risk factors and pre-
vention strategies to mitigate these injuries, given their crit-
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ical implications for military efficiency [4]. Military orga-
nizations are increasingly adopting wearable technology for
continuous monitoring and assessment [5], with recent naval
studies demonstrating the feasibility of large-scale physiolog-
ical monitoring during operational exercises [6]. However,
understanding soldiers’ activities—critical to contextualizing
and interpreting physiological data—remains a challenge, as
activity information is not always clear or readily available.

Human Activity Recognition (HAR) has emerged as a
key research area for addressing this challenge. By leverag-
ing data from devices such as smartwatches equipped with
accelerometers, gyroscopes, and heart rate (HR) monitors,
HAR enables the automatic identification of activities, offering
valuable insights into individual and group behaviors [7].
Military-specific implementations have shown promising re-
sults, achieving up to 80% accuracy on controlled environ-
ments in real-time group activity recognition [8]. Recent
advances in deep learning (DL) have further enhanced HAR
by automating feature extraction and pattern recognition from
raw sensor data [9].

Despite these advancements, HAR systems face significant
real-world challenges, particularly in group training or military
scenarios. These include handling noisy and incomplete data,
integrating heterogeneous sensor inputs, and ensuring robust-
ness under varying environmental conditions [10]. Moreover,
capturing group dynamics and individual contributions within
collective activities adds another layer of complexity. While
existing HAR systems have shown promise in controlled envi-
ronments, there remains a critical need for robust frameworks
that can handle the complexity and scale of military training
scenarios while providing actionable insights for injury pre-
vention and performance optimization [11].

This paper introduces an end-to-end framework for prepro-
cessing, analyzing, and recognizing activities from large-scale
military training datasets. Our approach addresses missing



data through physiological insights and unifies multimodal
data via a novel Linear Truncated Model (LTM). We validate
our framework using data from 135 soldiers wearing Garmin
55 smartwatches over six months (15 million data-minutes),
encompassing HR, physical activities, sleep data, and daily
schedules. Our experiments demonstrate the framework’s ef-
fectiveness in identifying activities such as running, obstacle
training, and firearm training across both temporal and out-
of-sample evaluations. Additionally, we present a visualiza-
tion tool highlighting individual deviations from group norms
through key metrics (pulse rate, pulse-to-min/max ratios, steps
and distance per minute).

Our key contributions include: (1) a novel physiologically-
informed imputation strategy that leverages domain knowledge
to handle missing data in multimodal sensor streams, (2) a
hierarchical DL architecture optimized for military activity
recognition that handles both coarse and fine-grained activity
classifications, and (3) a scalable approach to group-context
analysis that enables real-time performance monitoring across
military units.

The rest of the paper is organized as follows: Section II
reviews related work, Section III details preprocessing and
imputation, and Section IV presents the model design and loss
function. Section V evaluates the framework’s performance
under two scenarios: temporal splits and cross-user evalua-
tion. Section VI introduces our relative visualization tool for
group performance analysis, and Section VII discusses the
framework’s limitations and concludes with future research
directions.

II. RELATED WORK

The prevention of musculoskeletal injuries among military
personnel has long been a focal point of research due to
its significant impact on operational readiness [9]. Recent
studies highlight that up to 55% of active component soldiers
report injuries, with 72% classified as overuse injuries [2].
Understanding the training context is a critical first step in
analyzing soldier behavior and performance to identify and
mitigate injury risks. HAR provides a powerful framework for
addressing this challenge, with military organizations increas-
ingly adopting wearable technology for continuous monitoring
and assessment [5].

To address these challenges, HAR systems have gained
prominence across diverse domains, including healthcare, re-
habilitation, and surveillance systems, by leveraging wearable
sensors such as accelerometers, gyroscopes, and magnetome-
ters [12]. In military contexts specifically, implementations like
SmartARM have achieved 80% accuracy in real-time group
activity recognition [8], demonstrating the practical viability
of these approaches in operational environments.

Building on these foundations, recent advances in DL
have transformed HAR by automating feature extraction and
improving recognition accuracy. Techniques like hybrid CNN-
LSTM models integrated with self-attention and multibranch
CNN-BiLSTM architectures excel in capturing both local
and long-term dependencies in sequential data [9]. However,

despite these advancements, real-world applications of HAR
continue to face challenges such as device placement variabil-
ity, environmental noise, and imbalanced datasets. Strategies
like ensemble learning and data augmentation have shown
promise in enhancing model robustness [13].

These challenges become particularly evident in group-
level HAR, an emerging subfield that introduces additional
complexities such as recognizing collective actions and eval-
uating individual performance within group contexts. Recent
naval studies have demonstrated the feasibility of large-scale
physiological monitoring, with over 200 sailors successfully
monitored during operational exercises [6]. While techniques
combining neural networks and IMU sensors have demon-
strated high accuracy in group activity recognition [14], graph-
ical models, such as active factor graph networks, further en-
hance this capability by capturing interactions between group
members and providing insights into collective dynamics [15].

A fundamental challenge across these applications, espe-
cially in multimodal settings, is addressing both noise and
missing data. Studies comparing consumer wearables to clin-
ical sleep assessment tools have shown promising results,
with sensitivity between 0.883 and 0.977 for sleep-wake
classification [16]. While simple imputation methods (e.g.,
zero-filling, linear interpolation) can disrupt cross-sensor cor-
relations, more complex models like UniTS [10] attempt to
handle these issues but often suffer from poor generalization
and high computational complexity. This underscores the need
for preprocessing pipelines that incorporate domain knowledge
to address these challenges effectively.

The application of wearable sensors extends beyond basic
HAR to play a vital role in intelligent healthcare systems,
where multisensory fusion has enhanced diagnostic and mon-
itoring capabilities [17]. A prime example is the U.S. Army’s
Heat Injury Prevention System (HIPS), which demonstrates
the potential of real-time monitoring for injury prevention by
successfully predicting heat-related injuries through combined
physiological metrics and movement patterns [18, 19]. This
integration of multiple data sources is further supported by
studies leveraging HR variability [20], sleep patterns [21],
and training logs [22], which highlight the importance of
combining physiological and activity data for comprehensive
injury risk assessment.

Building upon these advances and addressing the identified
challenges, this study introduces an end-to-end preprocessing
pipeline for handling noise and missing data across multimodal
wearable datasets. By leveraging physiological patterns for
imputation and unifying data onto a common grid, our ap-
proach enables accurate activity recognition and group-level
performance evaluation without the need for explicitly labeled
training sessions.

III. DATA PROCESSING AND PREPARATION FRAMEWORK

Figure 1 outlines the data processing pipeline used to
transform wearable device data into a format suitable for su-
pervised learning. The dataset was collected from 135 soldiers
using Garmin Forerunner 55 devices, spanning six months
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Fig. 1: Overview of the Data Processing and Prediction Pipeline. The pipeline
integrates multi-source wearable data, including HR, physical activity, and
sleep data, into a unified grid using the LTM. Missing sleep data is imputed
leveraging physiological insights, HR, and physical activity thresholds. Win-
dows of varying sizes are labeled and inputted into a neural network for
sequential activity prediction.

of continuous recording with over 15 million data- minutes
points [23]. ! The pipeline comprises three main stages: data
alignment on a unified time grid, imputation of missing sleep
states, and dataset creation for ML.

Data Alignment. HR, physical activity (steps and distance),
and sleep data streams were aligned onto a unified one-
minute grid [24]. HR data, originally sampled at 15-second
intervals, was downsampled by averaging. Personalized HR
thresholds (minHR and maxHR) were computed using the
S5th and 99.97th percentiles of daily HR values based on
physiological literature [25].

The LTM redistributed activity data from 15-minute in-
tervals to our one-minute grid, operating on the assumption
that physical activity intensity correlates with HR variations
within each time block [26]. Steps and distance were allocated
proportionally based on the HR of each minute within the 15-
minute block. An HR cutoff of 1.05 x minHR was applied
to exclude noise and low-intensity activity, stricter than the
20-30% range typically used in literature [27, 28].

Imputation. Missing sleep states were imputed using a
rule-based framework guided by HR and physical activity
thresholds:

1) Rule 1 (Sleep Classification): Minutes with HR below
1.05 x minHR and zero steps during nighttime were
classified as “Sleep”. For daytime naps, the threshold
was adjusted to 1.2 x minHR.

2) Rule 2 (Awake Classification): Minutes with HR exceed-
ing 1.2 x minHR or non-zero steps were classified as
awake.

3) Rule 3 (Transitions): Missing states flanked by identi-
cal known states were classified based on surrounding
context.

As shown in Table I, this approach significantly reduced
unknown states from 40.38% to 3.66% of total time. Rule 1
classified sleep periods by identifying minutes with HR below
1.05 x minHR during nighttime (adjusted to 1.2 x minHR for
daytime naps), contributing 2,341 minutes per user. Rule 2
had the largest impact, classifying 44,265 minutes per user as
awake when HR exceeded 1.2 xminHR or steps were recorded.

!Ethical approval was granted by the Helsinki Committee of the IDF’s
Medical Corps (1998-2019) and the Human Use Committee of Sheba Medical
Center (6333-19-SMC). All participants signed informed consent.

TABLE I: Impact of HR-Based Sleep-Wake Imputation Rules. Three-stage
rule-based framework using HR thresholds and activity data.

Metric Pre-Imput. After 1421 After 1+2+32 Net
Per-User Avg. (Min)

Total Min 109,618 109,618 109,618 -
Sleep Min 63,011 65,716 65,723 42,712
Awake Min 2,342 50,231 50,236 +47,894
Unknown Min 44,265 4,013 4,008 -40,257
Classification (%)

Sleep® 57.48 59.95 59.96  +2.48
Awake® 2.14 45.82 4583  +43.69
Unknown® 40.38 3.66 3.66 -36.72

Rule Application (Min)
Rule 1 HR+Sleep - 2,341 2,341 2,341
Rule 2 HR+Awake - 44,265 44,265 44,265
Rule 3 Transit. - - 24 24
@ Sleep=(Sleep/Total)x100; b Awake=(Awake/Total)x100;
€ Unknown=(Unknown/Total)x100; 1Rulcs 1+2=Sleep/Awake;

Rule 3=Transitions

Finally, Rule 3 resolved transitions between known states.
The framework increased identified sleep time by 2.48%,
representing an additional 2,712 minutes per soldier. This
improvement is particularly significant in the military context,
where soldiers often need to sleep during non-traditional
hours due to operational demands. The ability to detect these
irregular sleep periods is crucial for monitoring soldier fatigue
and readiness. Overall, the framework substantially improved
wake detection from 2.14% to 45.83% of total time while
maintaining physiologically plausible sleep patterns.

Unified Dataset Creation. After alignment and imputation,
HR features (pulse, pulse-to-minHR, pulse-to-maxHR), steps,
distance, and sleep states were merged into a unified dataset
with sliding windows of 15, 30, 45, and 60 minutes with
30% overlap. These window lengths were selected based on
typical military activity durations and the need to capture both
short-term variations and sustained patterns. Each window was
assigned an activity label only if that activity occupied at least
70% of the window duration.

The labeling scheme follows a two-level hierarchy [29]:
Level 1 includes Sleep, Awake, and Activity (Other), while
Level 2 refines Activity into specific subcategories including
Firearms Training, Military Drills, Running Exercise, Ob-
stacle Course Training, and others. To handle computational
load, we applied stratified sampling with rates of 15% for
15-minute windows, 25% for 30-minute and 45-minute win-
dows, and 40% for 60-minute windows. Class imbalance was
addressed by generating synthetic samples for minority classes
with Gaussian noise (SD: 0.03%).

IV. MODEL DESIGN AND L0OSS FUNCTION

Model Architecture Our two-tiered model architecture
integrates a bidirectional LSTM network with specialized
classifiers for hierarchical prediction [30]. The model consists
of: (1) a two-layer bidirectional LSTM (hidden dim=256,
dropout=0.1) for temporal encoding, and (2) two specialized
classifiers for Level 1 (Sleep, Awake, Activity) and Level 2
(specific activities) classification.

Hierarchical Focal Loss We developed a custom loss
function combining level-specific losses with configurable
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Fig. 2: Performance Trends Across Window Sizes. The 2x2 grid compares
Level 1 (L1) and Level 2 (L2) metrics for temporal (blue) and user (red) splits
across varying window sizes. Temporal splits consistently outperform user
splits across all metrics. L1 metrics (top row) remain stable for temporal splits,
while user splits exhibit variability. For L2 metrics (bottom row), temporal
splits peak at 45 minutes, particularly in F1 score and ROC AUC, before
declining slightly at 60 minutes. User splits show stable but lower performance
due to challenges in generalizing to unseen users. The uniform y-axis range
(50-100%) ensures comparability across subplots.

weights:: Lol = A1Lievell + A2Liever2. Through an ablation
study comparing combinations of A\; = {0.1,0.3,0.5} and
A2 = {1.0,1.3,1.5}, we determined optimal weights of
A1 = 0.3 and Ay = 1.0. For each hierarchical level, we
employ a focal loss formulation [31, 32]: Lgea = —a(l —
pt)Y log(py) where p; = exp(—Lcg) with Lcg being the
cross-entropy loss. We set @ = 2.0 to scale the loss for
class imbalance and v = 2.0 to focus training on hard-
to-classify samples. The level-specific losses are computed
as: Elevehg = E[Lfocal(ylevellygaylevell‘g)]a where 3 and y
represent predicted and true labels respectively.

V. EXPERIMENTAL EVALUATION

We evaluated our model under two scenarios [33]: (1)
Temporal Split (70/15/15% of each soldier’s days for
train/val/test) to assess within-user generalization, and (2)
User Split (70/15/15% of soldiers) to evaluate cross-user
generalization. Tests spanned multiple window sizes (15-60
minutes) and both classification levels, using accuracy, F1-
score, and ROC AUC metrics. Training employed AdamW
optimizer [34] (batch size=256, Ir=1e-3, weight decay=0.01)
with ReduceLROnPlateau scheduling and early stopping. The
model was trained using a batch size of 256 with a learning
rate scheduler ReduceLROnPlateau [35], and the AdamW
optimizer [34] with a learning rate of le-3 and weight decay
of 0.01 to mitigate overfitting.

Temporal vs. User Generalization Temporal splits con-
sistently outperform user splits across all metrics, as shown
in Table II. This performance gap is particularly evident in
Level 1 accuracy (93.8% vs 83.8%) and Level 2 Fl-score
(74.0% vs 66.5%). Figure 2 further illustrates the model’s

TABLE II: Performance Comparison between Temporal and User Splits
across Classification Levels

Split Type  Accuracy F1 (L1) AUC F1 (L2) AUC
(L1) (L1) (L2)

Temporal 93.8% 93.8% 95.3% 74.0% 84.1%

User 83.8% 83.8% 87.6% 66.5% 79.0%

performance across window sizes and evaluation scenarios.
This performance gap widens with increasing window sizes,
particularly for Level 2 metrics, highlighting the model’s
stronger ability to learn within-user patterns compared to
generalizing across different users. The analysis reveals several
key patterns: Level 1 metrics remain relatively stable across
temporal splits as window size varies, whereas Level 2 metrics
show a distinctive peak at 45 minutes, suggesting this win-
dow length provides an optimal balance between contextual
information and sufficient class samples. Class Distribution
Effects: The decline in Level 2 performance at larger window
sizes arises from the 70% majority label criterion, significantly
reducing sample counts for certain activities; for example,
“Military Drills” drops from 3,705 samples at 15 minutes to
just 570 at 60 minutes, and activities with short durations like
“Wake Up” (300 samples at 15 minutes) disappear entirely
at larger windows due to their brief scheduled duration of 20
minutes. Cross-User challenges further exacerbate this trend,
exemplified by activities such as “Running Exercise”, which
decreases sharply from 172 samples to 31 samples in the
user split scenario as window sizes increase. Overall, temporal
splits effectively capture within-user patterns, whereas user
splits consistently struggle due to inter-user variability and data
imbalance.

Overall, the performance trends reveal the following: (1)
Larger windows generally improve Level 1 metrics due to
richer contextual information; (2) Level 2 metrics are more
sensitive to class distribution and the stricter majority label
threshold imposed by larger windows, leading to a decline
at 60 minutes; (3) Temporal splits benefit from temporal
continuity, achieving significantly higher metrics across all
levels compared to user splits, which face challenges from
unseen user variability.

Figure 3 presents confusion matrices for Level 1 and Level
2 classification under the 30-minute temporal split. Level 1
classification performs strongly across all activities, notably
“Sleep” (95.8%). Level 2 analysis reveals several patterns:
activities with distinct temporal or physiological signatures
like “Wake Up” (82.3%) and “Security Mission” (73.5%)
achieve high accuracy. However, physically similar activities
show notable confusion, such as “Military Drills” misclassified
as “Firearms Training” (18.7%) and “Running Exercise” con-
fused with “Fitness Test” (14.7%), due to similar intensity and
movement patterns. Activities like “Contact-Combat” exhibit
lower accuracy (48.5%), potentially because soldiers remove
watches, while “General Working” and “Kitchen Duties” fre-
quently overlap (15.7% mutual confusion) due to similar low-
intensity physical activity patterns.
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Fig. 3: Confusion matrix for the 30-minute temporal split (Level 1 and 2).

The confusion matrix highlights the importance of distinct
feature sets and balanced class representation to reduce mis-
classification driven by physical similarities and contextual
overlaps. Overall, the framework demonstrates strong perfor-
mance in recognizing both coarse and fine-grained military
activities, particularly within individuals® patterns over time.
High accuracy in sleep detection ensures reliable rest moni-
toring, while differentiation between training activities enables
detailed activity tracking despite physical similarities. Superior
performance in temporal splits supports the model’s effec-
tiveness in longitudinal monitoring, although generalization to
new soldiers remains challenging. These capabilities facilitate
early injury intervention by continuously tracking physical
strain from high-intensity activities (e.g., “Military Drills” at
68.7%, “Running Exercise” at 68.4%) and accurately detecting
rest periods. Collectively, these features support operational
readiness through improved training management and fatigue
prevention.

VI. “SMART” VISUALIZATION FOR AN INDIVIDUAL

Developing smart visualization tools is essential for analyz-
ing individual physical performance relative to group norms
in military training contexts [1, 36]. These tools facilitate
intuitive performance assessment relative to group norms,
fair benchmarking, personalized training planning, and early
detection of performance issues, crucial for injury prevention
and operational readiness.

Figure 4 shows radar charts comparing individual perfor-
mance against group medians in three activities: “Fitness
Test”, “Military Drill”, and “Firearms Training”. Five key
metrics (distance per minute, steps per minute, pulse per
minute, pulse to min ratio, and pulse to max ratio) are
normalized (0-100%) for consistency. Individual and group
median performances are depicted by solid blue and red lines,
respectively, with shaded areas representing variability (one
standard deviation).

Performance metrics are interpreted through ratios that
provide insight into effort and efficiency [37]. A higher

pulse to max ratio indicates greater cardiovascular exertion.
Conversely, a lower pulse to min ratio suggests better effi-
ciency, with current pulse closer to resting levels. These ratios
help distinguish between effort intensity and cardiovascular
efficiency during activities.

The radar charts highlight distinct activity-specific per-
formance patterns. In the “Fitness Test” (Figure 4(a)), the
individual matches group distance and steps but demonstrates
better cardiovascular efficiency (lower pulse-to-max ratio).
Conversely, during the “Military Drill” (Figure 4(b)), the indi-
vidual experiences higher cardiovascular strain despite similar
physical output, suggesting potential conditioning needs. The
individual notably underperforms in “Firearms Training” (Fig-
ure 4(c)), with reduced physical activity and cardiovascular
engagement, requiring immediate intervention.

These visualizations support proactive training management
by enabling supervisors to rapidly detect anomalies (identify
individuals who deviate significantly from group norms), ad-
just training intensities, develop targeted interventions, and
effectively monitor training loads to minimize injury risks and
maximize performance outcomes.

VII. D1scUsSION, CONCLUSIONS, AND FUTURE WORK

Our framework reveals key trade-offs in wearable-based
military activity recognition while achieving strong perfor-
mance (93.8% accuracy for Level 1, 74.0% Fl-score for
Level 2) in both temporal and cross-user scenarios. Longer
windows (45-60 min) improve basic state classification but
may miss brief critical events like “Wake Up” (20 min) or short
“Running Exercise” sessions essential for assessing training
intensity. Our physiologically-informed sleep imputation sig-
nificantly reduces unknown states (from 40.38% to 3.66%),
enabling comprehensive recovery analysis crucial for soldier
readiness.

The framework enhances military training through: (1)
real-time visualization via radar charts comparing multiple
metrics simultaneously (pulse rate, pulse-to-min/max ratios,
and LTM-derived measures), providing supervisors actionable
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insights for detecting performance anomalies, and (2) indi-
vidualized training optimization and injury prevention. Limi-
tations include reliance on statistical HR calculations rather
than ML methods, fixed window sizes potentially missing
short-duration activities, and technical challenges from sensor
inaccuracies and device removal during specific activities (e.g.,
“Contact-Combat,” 48.5% accuracy).

Future work includes exploring advanced ML approaches
like generative adversarial networks for improved data impu-
tation, implementing adaptive window sizes to optimize fine-
grained recognition, and integrating injury prediction models
leveraging activity and sleep patterns.
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